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Abstract 

Background  Researchers have increasingly adopted AI and next-generation sequencing (NGS), revolutionizing 
genomics and high-throughput screening (HTS), and transforming our understanding of cellular processes and dis-
ease mechanisms. However, these advancements generate vast datasets requiring effective data stewardship 
and curation practices to maintain data integrity, privacy, and accessibility. This review consolidates existing knowl-
edge on key aspects, including data governance, quality management, privacy measures, ownership, access control, 
accountability, traceability, curation frameworks, and storage systems.

Methods  We conducted a systematic literature search up to January 10, 2024, across PubMed, MEDLINE, EMBASE, 
Scopus, and additional scholarly platforms to examine recent advances and challenges in managing the vast 
and complex datasets generated by these technologies. Our search strategy employed structured keyword que-
ries focused on four key thematic areas: data governance and management, curation frameworks, algorithmic bias 
and fairness, and data storage, all within the context of AI applications in genomics and microscopy. Using a real-
ist synthesis methodology, we integrated insights from diverse frameworks to explore the multifaceted challenges 
associated with data stewardship in these domains. Three independent reviewers, who systematically categorized 
the information across critical themes, including data governance, quality management, security, privacy, owner-
ship, and access control conducted data extraction and analysis. The study also examined specific AI considerations, 
such as algorithmic bias, model explainability, and the application of advanced cryptographic techniques. The review 
process included six stages, starting with an extensive search across multiple research databases, resulting in 273 
documents. Screening based on broad criteria, titles, abstracts, and full texts followed this, narrowing the pool to 38 
highly relevant citations.

Results  Our findings indicated that significant research was conducted in 2023 by highlighting the increasing 
recognition of robust data governance frameworks in AI-driven genomics and microscopy. While 36 articles exten-
sively discussed data interoperability and sharing, AI-model explain ability and data augmentation remained under-
explored, indicating significant gaps. The integration of diverse data types—ranging from sequencing and clinical 
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data to proteomic and imaging data—highlighted the complexity and expansive scope of AI applications in these 
fields. The current challenges identified in AI-based data stewardship and curation practices are lack of infrastructure 
and cost optimization, ethical and privacy considerations, access control and sharing mechanisms, large scale data 
handling and analysis and transparent data-sharing policies and practice. Proposed solutions to address issues related 
to data quality, privacy, and bias management include advanced cryptographic techniques, federated learning, 
and blockchain technology. Robust data governance measures, such as GA4GH standards, DUO versioning, and attrib-
ute-based access control, are essential for ensuring data integrity, security, and ethical use. The study also emphasized 
the critical role of Data Management Plans (DMPs), meticulous metadata curation, and advanced cryptographic 
techniques in mitigating risks related to data security and identifiability. Despite advancements, significant challenges 
persisted in balancing data ownership with research accessibility, integrating heterogeneous data sources, ensur-
ing platform interoperability, and maintaining data quality. Ongoing risks of unauthorized access and data breaches 
underscored the need for continuous innovation in data management practices and stricter adherence to legal 
and ethical standards.

Conclusions  These findings explored the current practices and challenges in data stewardship, offering a roadmap 
for strengthening the governance, security, and ethical use of AI in genomics and microscopy. While robust gov-
ernance frameworks and ethical practices have established a foundation for data integrity and transparency, there 
remains an urgent need for collaborative efforts to develop interoperable platforms and transparent data-sharing 
policies. Additionally, evolving legal and ethical frameworks will be crucial to addressing emerging challenges posed 
by AI technologies. Fostering transparency, accountability, and ethical responsibility within the research community 
will be key to ensuring trust and driving ethically sound scientific advancements.

Keywords  Data stewardship, Data curation, Artificial intelligence, Genomics, Microscopy image analysis, Scoping 
review

Introduction
Currently, advancements in high-throughput technolo-
gies, determined by Artificial Intelligence (AI) and next-
generation sequencing (NGS), have changed the trends of 
genomic research and high-throughput screening (HTS) 
studies [1–3]. Alongside, the emergence of complex 
high-content screening (HCS), single-cell omics tech-
nologies and automated microscopy image acquisition 
and analysis, has become paramount for understand-
ing the molecular and cellular processes and facilitating 
drug discovery in HTS studies [4]. These cutting-edge 
technologies have enabled the interoperable big datasets, 
spanning genomics, proteomics, microbiomics, and radi-
omics, thereby shedding light on intricate cellular com-
plexities and disease mechanisms [5–9]. For instance, 
single-cell Sequencing techniques provide insights into 
cellular heterogeneity, while deep visual proteomics iden-
tifies disease-associated protein markers with precision 
and depth [2]. Genomic data, such as single-cell sequenc-
ing, enables the mapping of cell types and states, reveal-
ing cellular complexity and heterogeneity [10]. Proteomic 
data obtained through deep visual proteomics allows for 
unbiased characterization of cellular function and iden-
tification of protein markers associated with specific 
phenotypes and disease states [11, 12]. Furthermore, 
microscopy image analysis techniques, such as Cell Paint-
ing, equip high-throughput data decisive for predicting 
drug activity and toxicity, particularly in HTS studies 

[13]. These techniques also provide insightful informa-
tion about cellular function, disease mechanisms, and 
treatment approaches, which aids in the development of 
novel, life-saving treatments [14–16]. The multidiscipli-
nary nature of this field is demonstrated in personalized 
oncology and precision medicine, where the combination 
of various data types with in-vitro drug sensitivity and 
resistance tests (DSRT) informs personalized therapies 
[2], as well as in drug discovery, where HCS advances 
unbiased compound screening [17].

Despite its potential to revolutionize high-throughput 
screening, the sheer volume and complexity of data gen-
erated by these technologies pose a substantial challenge 
to data stewardship and curation, particularly in the con-
text of AI-based genomics and automated microscope 
image analysis for HTS research [18–21]. Furthermore, 
incorporating AI-based techniques improves the analysis 
of HTS data, emphasizing the importance of strong data 
management and curation practices [22–25].

While current research efforts document various data 
management methodologies and technological advance-
ments, a comprehensive understanding of the cur-
rent landscape, challenges, and emerging trends in data 
stewardship and curation practices within this specific 
domain remains limited. Existing literature often focuses 
on individual aspects or technologies, hindering a holis-
tic understanding of data management strategies. Hence, 
a systematic scoping review is reasonable to explore the 
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existing literature, identify gaps, and provide insights 
to inform future research and enhance data manage-
ment practices in this rapidly evolving field. Therefore, 
this scoping review aimed to map and synthesize exist-
ing literature on Data stewardship and curation practice 
in AI-based genomics and automated microscopy image 
analysis for high-throughput screening research in a sys-
tematic way. It seeks to identify knowledge gaps, provide 
a comprehensive overview, and address these gaps to 
guide future research courses, refine data management 
practices, and ultimately facilitate more effective and 
streamlined HTS research endeavors.

Research questions and framing frameworks
The review questions were designed to explore various 
dimensions of data stewardship, including data govern-
ance, quality management, privacy and security, owner-
ship and access control, accountability and traceability, 
curation frameworks, interoperability, sharing practices, 
databases, and storage systems. By integrating multiple 
framing frameworks—namely MIBI (Minimum Informa-
tion in Biological Imaging), MIAME (Minimum Infor-
mation About a Microarray Experiment) [26], CASPE 
(Critical Appraisal Skills Programme for EBM), and 
FAIRsFAIR (FAIR data infrastructure for FAIR data) 
[27]—this review ensures a comprehensive investigation. 
These frameworks offer valuable insights into the respon-
sible management of data in the context of AI-driven 
genomics and microscopy image analysis research (see 
Table 1).

Methods
Literature search strategy
A systematic article search was undertaken across four 
key databases: PubMed, MEDLINE, EMBASE, Scopus 
and other websites including google scholar, semantic 
Scholar and Google. These were selected based on their 
multidisciplinary focus spanning medicine, biotech-
nology, health data science and governance literature. 
Structured keyword search strings were built combining 
Medical Subject Headings terms and free text keywords 
clustered across four key themes: (i) Data Governance 
OR Data Quality and Management OR Data Security and 
Privacy OR Data Ownership and Access Control OR Data 
Accountability and Traceability AND AI AND Genom-
ics OR High-Throughput Screening OR Automated 
Microscopy Image Analysis; (ii) Data Curation Frame-
works and Tools OR Specific Curation Frameworks OR 
Curation Tools and Platforms OR Interoperability and 
Sharing AND AI AND Genomics OR High-Throughput 
Screening OR Automated Microscopy Image Analysis; 
(iii) Algorithmic Bias and Fairness OR Explainability 
and Interpretability OR Data Augmentation and Syn-
thetic Data Generation AND AI AND Genomics OR 
High-Throughput Screening OR Automated Microscopy 
Image Analysis and (iv) Data Storage OR Databases AND 
AI AND Genomics OR High-Throughput Screening OR 
Automated Microscopy Image Analysis.

Targeted searches for each theme were executed and 
subsequently pooled. Results were limited to English lan-
guage publications in peer-reviewed journals within the 

Table 1  Research questions and analytical frameworks for scoping review on data stewardship and curation practices in AI-driven 
genomics and automated microscopy

Specific Research Questions Framework

RQ1: What is the prevalent data stewardship and curation strategies in AI-driven 
genomics and microscopy image analysis, and how do they enhance the manage-
ment and quality control of large datasets??

MIBI (Minimum Information in Biological Imaging)

RQ2: What curation frameworks and platforms facilitate systematic data management 
in AI-driven genomics and microscopy research?

RQ3: Which databases and storage systems are most effective for managing genomic 
and biological data in AI-driven genomics and microscopy research?

RQ4: How do diverse data types, such as genomic, proteomic, and microbiome data, 
drive advancements in AI-driven genomics and microscopy image analysis?

MIAME (Minimum Information About a Microarray Experiment)

RQ5: How do data security and privacy measures ensure the protection of sensitive 
information in AI-driven genomics and microscopy research?

RQ6: What frameworks regulate data ownership and access control in AI-driven 
genomics 9and microscopy research?

CASPE (Critical Appraisal Skills Programme for EBM)

RQ7: What are the key challenges in data stewardship within AI-based research, 
and how can these be addressed to ensure responsible data management?

RQ8: How do accountability and traceability measures enhance responsible data 
handling and transparency in AI-driven genomics and microscopy research?

FAIRsFAIR (FAIR data infrastructure for FAIR data)

RQ9: How do interoperability and sharing initiatives promote data accessibility 
and collaboration in AI-driven genomics and microscopy research?
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past decade. Criteria included consideration of at least 
one of the four themes, full-text publication, and avail-
ability of full-texts for relevance assessment. Abstracts 
and preprints were excluded. Identified studies were then 
charted and analyzed to extract relevant information 
aligned with defined themes. An iterative approach was 
employed, refining the search strategy and understanding 
based on emerging insights, feedback, and additional lit-
erature identified through snowballing techniques.

Rationale for realist synthesis methodology
Realist synthesis provides a suitable approach for inves-
tigating multifaceted, context-dependent topics involv-
ing complex interventions or phenomena, aligned to 
our multi-framework research perspective encompass-
ing varied data stewardship technologies, policies, and 
practices [28]. Additionally, the integration of diverse 
question framing frameworks in this review like MIBI, 
MIAME, CASPE, and FAIRsFAIR necessitates an 
approach that accommodates varied perspectives and 
theoretical underpinnings. By adopting a realist synthe-
sis approach, this review aims to elucidate the contextual 
intricacies influencing the implementation and effective-
ness of these interventions.

Data extraction, classification, and analysis
Three independent reviewers (AAT, ACA, TKBT) sys-
tematically extracted relevant details from the included 
articles into a standardized template under the following 
categories: Study source & setting, research questions/
objectives, study methodology, sample/data character-
istics, data stewardship strategies, technological tools, 
limitations and key findings of each article.

Extracted information was iteratively classified across 
themes. Types of data analyzed or discussed were iden-
tified to understand the specific data domains investi-
gated. Specific data stewardship challenges addressed 
by authors were also extracted to recognize key issues 
in data management. Data governance, quality manage-
ment, privacy, security, ownership, access control, and 
accountability measures were extracted to elucidate 
strategies for effective data management. Furthermore, 
data curation frameworks, data interoperability, data 
sharing measures, algorithmic bias, algorithmic fair-
ness, AI-model explainability, visualization techniques, 
data augmentation, and data storage systems used were 
identified.

The analysis and synthesis processes involved a thor-
ough examination of included studies to identify key 
insights regarding research data stewardship and curation 
practices reported in AI-based genomics and micros-
copy image analysis for high-throughput screening. 
Constructs analyzed encompassed data management, 

data governance, data security, and data interoperability, 
alongside AI-specific considerations such as algorithmic 
bias and model explainability. Reviewers meticulously 
reviewed each study, extracting relevant data and insights 
related to the identified constructs. Thematic analy-
sis was then applied to categorize extracted data into 
thematic groupings based on shared characteristics or 
concepts. Through iterative refinement and consensus-
building exercises, recurring themes were identified and 
synthesized into a coherent narrative.

The synthesized results were presented using graphs, 
tables, and narrative summaries, facilitating the inter-
pretation and dissemination of key insights and trends. 
This approach enabled stakeholders to derive actionable 
insights into data stewardship and curation practices in 
AI-based genomics and microscopy image analysis for 
high-throughput screening.

Results
Stages of the document selection process
Stage 1: Initial Search: The initial stage of the review 
was conducting a wide-ranging search across four elec-
tronic research databases, such as PubMed, MEDLINE, 
Scopus, and EMBASE. We also used websites includ-
ing Google Scholar, Google, and Semantic Scholar. The 
search strategy was focused on identifying articles that 
addressed specific criteria related to data governance, 
data quality and management, data security, and privacy, 
data ownership and access control, and data accountabil-
ity and traceability within the context of AI applications 
in genomics, high-throughput screening, or automated 
microscopy image analysis. A total of 273 documents 
were retrieved from these databases and websites, form-
ing the initial pool of potential sources for the scoping 
review.

Stage 2: Number of Citations based on the Initial Broad 
Criteria: In the initial stage of the search process, cita-
tions were obtained based on the predefined broad cri-
teria. The search yielded a total of 96 citations related 
to data governance, data quality and management, data 
security and privacy, data ownership and access control, 
and data accountability and traceability. Additionally, 82 
citations were obtained for data curation frameworks and 
tools, interoperability, and sharing. Furthermore, 25 cita-
tions were identified for algorithmic bias and fairness, 
model explainability and interpretability, and data aug-
mentation and synthetic data generation. Finally, 70 cita-
tions were retrieved for data storage and databases in the 
context of AI and genomics, high-throughput screening, 
or automated microscopy image analysis.

Stage 3: Screening Citations with Title and Abstract: 
The third stage involved screening the citations based 
on their titles and abstracts to assess their relevance to 
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the study criteria. This process aimed at identifying cita-
tions that were potentially suitable for inclusion in the 
review. Following the initial retrieval of citations, subse-
quent stages of screening were undertaken to refine the 
selection and retention of relevant documents. During 
the screening of titles and abstracts, 28 citations were 
retained for data governance and stewardship, while 35 
citations were deemed relevant for data curation frame-
works and tools. Additionally, 13 citations were selected 
for AI-specific considerations, and 43 citations were 
identified for data storage and databases.

Stage 4: Citations after Second Full Text Screen-
ing: At this stage, the citations that passed the title and 
abstract screening underwent a second round of evalua-
tion through full-text screening. This involved a detailed 
assessment of the full text of each document to deter-
mine its suitability for inclusion in the review. Citations 
were excluded if they did not meet the study criteria or if 
they lacked sufficient data to contribute meaningfully to 
the review. After the second round of screening, which 
involved a detailed examination of the full text of each 
citation, the number of retained citations was further 
reduced. Specifically, 8 citations remained for data gov-
ernance and stewardship, 6 citations for data curation 
frameworks and tools, 3 citations for AI-specific consid-
erations, and 7 citations for data storage and databases.

Stage 5: Inclusion of Citations from additional web-
site: Lastly, additional citations were identified through 
snowballing approaches and direct searching of titles 
on external platforms. This process yielded 3 citations 
for data governance and stewardship, 4 citations for 
data curation frameworks and tools, 2 citations for AI-
specific considerations, and 5 citations for data storage 
and databases.

Stage 6: Citations contribute to the synthesis: Overall, 
a total of 38 citations were included of which 11 cita-
tions were for data governance and stewardship, 10 
citations for data curation frameworks and tools, 5 cita-
tions for AI-specific considerations, and 12 citations for 
data storage and databases, contributing to a compre-
hensive synthesis of evidence in the systematic review 
(See Fig. 1).

Number of publications by year
The patterns of publications published throughout the 
years illustrate the different levels of research outputs. 
There was just one publication each in the years 1999, 
2004, 2005, and 2006. A considerable rise in recent 
research efforts was indicated by the high number of 
publications recorded in 2021 and the noticeable spike 
of three and seven publications in 2023 (See Fig. 2).

Fig. 1  Flow diagram of the search process and article selection in the scoping review
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Distribution of publications by data stewardship 
dimension
The analysis demonstrated varying coverage across the 
various research data stewardship components, iden-
tifying areas of strength and possible gaps: Around 
36 articles discussed about data interoperability and 
sharing measures, and data curation frameworks were 
reported in 34 articles. Data governance measures, data 

quality and management measures, and data storage 
systems were addressed in 32 articles. In contrast, data 
privacy and security measures and data accountability 
and traceability measures were discussed in 28 articles. 
Model explainability and data augmentation or syn-
thetic data management have been addressed in a few 
studies and require serious attention (See Fig. 3).

Fig. 2  Annual distribution of publications included in the scoping review

Fig. 3  Distribution of articles addressing data stewardship and curation practices across different dimensions
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Datasets and research scope in genomics 
and microscopy analysis
Researchers have analyzed a wide range of datasets in 
genomics and microscopy. Schatz et  al [29] addressed 
a wide range of sequencing data, including human 
genomes, microbiomes, and metagenomes, meanwhile 
Fadlelmola et  al [30] focused on genomic and phe-
notypic data. Clinical and health data was examined 
by Wright et  al [31] from patients with rare diseases, 
Thorvaldsdóttir et  al [32] from breast cancer patients, 
and Edward et  al from Alzheimer’s disease patients, 
with Rehm et  al studying patients with genetic disor-
ders. Ahmed Z. et  al investigated proteome and mass 
spectrometry data from human saliva samples, whereas 
Stocker, Fischer et al and Ma et al examined experimen-
tal and analytical data from yeast and bacterial cells, 
respectively. Barsh GS. et al and Shabani M investigated 
legal, ethical, and social data, whereas Tavani and Red-
dick et al looked at demographic and geographical data. 
Goldberg et  al and Huttenhower et  al used imaging 
and quantitative data to do high-content screening of 
mouse embryos and image analysis of human microbi-
omes. Additionally, Saunders R. et al [33] documented 
experimental protocols and laboratory data to facilitate 
scientific reproducibility, while Jin et  al [34] investi-
gated the governance of blockchain and decentralized 
data in genomics research (See Fig. 4).

Specific challenges addressed in each article
In addition, our study suggests that the most signifi-
cant challenges of AI-based data stewardship are lack of 
infrastructure and cost optimization, ethical and privacy 
considerations, access control mechanisms, and trans-
parent data-sharing policies. To tackle issues such as data 
quality, privacy and bias management, advanced cryp-
tographic techniques, federated learning or blockchain 
technology were suggested. We further discovered that 
rigorous data governance requirements including stand-
ards from GA4GH standards[29], DUO versioning, and 
attribute-based access control [35], were necessary to 
maintain integrity of the study data while also ensuring 
security and ethical use. Data Management Plans (DMPs) 
[30], extensive metadata curation, and the use of robust 
cryptographic methodology were identified as critical in 
addressing data security and identifiability risks.

Schatz et  al emphasize the importance of optimizing 
infrastructure and reducing costs by highlighting the 
redundancies and inefficiencies in traditional genomics 
analysis. The complexities of data collection and stand-
ardization are highlighted by Fadlelmola et al, especially 
in African research communities with language differ-
ences and sensitive data. The authors Thorvaldsdóttir, 
H., et  al [36] highlight the significance of efficient data 
management and visualization, especially when dealing 
with the extensive datasets that are inherent in genomics 
research. Stocker, Fischer, et al delve into the challenges 

Fig. 4  Network analysis of authors, datasets, and research scopes in ai-based genomics and automated microscopy
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of managing heterogeneous data and integrating analysis 
tools into existing systems. Ethical and privacy consid-
erations emerge prominently, with Wright et al, Reddick 
et al, and Tavani, discussing the need for culturally sen-
sitive approaches, informed consent, and secure data 
sharing. Access control and sharing mechanisms are 
scrutinized by Reddick et al, who emphasize the impor-
tance of fine-grained access control and addressing the 
complexity of sharing large datasets (See Fig. 5).

Data stewardship components: governance measures
Robust data governance procedures are needed in the 
fields of AI-based genomics and automated microscopy 
image processing for high-throughput screening research 
to guarantee data integrity, security, and ethical use. 
Several authors have contributed insights into key data 
governance measures, reflecting the diverse range of 
challenges and considerations innate in managing large-
scale datasets in these domains. Schatz et  al emphasize 
standards like GA4GH DUO, versioning, and lineage 
tracking to maintain data integrity and trace data ori-
gins. They also advocate for coding data use terms and 
involving DACs to promote standardized and responsible 
data usage practices, fostering collaboration and trans-
parency. Similarly, Fadlelmola et al stress the importance 
of versioning, lineage tracking, and ethical data-sharing 

practices. They address ethical challenges in AI-based 
research, including biases, fairness, and privacy con-
cerns, and propose access control measures to mitigate 
biases and promote transparency and fairness. Reddick 
et  al advocate for robust security measures and privacy 
frameworks, such as attribute-based access control, to 
safeguard data privacy and mitigate bias risks. Wright 
et  al highlight the significance of genomic data govern-
ance, including standards compliance, confidentiality 
measures, and data access agreements (See details in 
Table 2).

Data quality management practices
The authors examined several aspects of data quality 
and management across multiple research disciplines, 
providing insights into how to address relevant diffi-
culties. Schatz et  al and Fadlelmola et  al emphasize the 
importance of Data Management Plans (DMPs) in guid-
ing data collection, metadata curation, and data lifecycle 
management. Stocker, Fischer, et al, and Fadlelmola et al 
also mentioned the significance of well-curated meta-
data for understanding and contextualizing heterogene-
ous data. Furthermore, Wright et al mentioned measures 
to safeguard sensitive information and reduce the risk of 
unauthorized access. Reddick et al recommended attrib-
ute-based access control models to regulate data sharing 

Fig. 5  Key measures reported across various dimensions of data stewardship
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and ensure fine-grained control over access. Dahlquist 
et  al and Huttenhower et  al discuss the need for clear 
and transparent data governance frameworks to maintain 
data integrity and transparency. Shabani M explores the 
potential of blockchain platforms to enhance data secu-
rity and ownership. Baker et  al emphasizes the impor-
tance of data curation processes, including compliance 
with standards, metadata provision, and version control, 
to maintain data quality. Ma et  al highlights the impor-
tance of robust infrastructure for efficient data storage, 
processing, and accessibility. Johnson et  al underscores 
the need to address ethical and legal considerations, 
ensuring compliance with regulations and safeguarding 
participant privacy. Finally, Baxter et  al address system-
atic evaluation methods to assess data quality, ensuring 
accuracy and relevance (See Fig. 6).

Data security and privacy measures
The authors thoroughly investigate different data secu-
rity and privacy techniques, critical for protecting sen-
sitive information in AI-based genomics and automated 
microscopy image processing for high-throughput 
screening studies. Schatz et al explain the importance of 
robust data security and privacy measures such as data 
encryption, logging, auditing, intrusion detection, and 
access controls in reducing risks and safeguarding data 
authenticity. Other authors, Fadlelmola et  al, have dis-
cussed data protection rules and responsible data-sharing 

practices. They argue that data should be restricted, out-
line data ownership rights, and examine licensing and 
copyright issues. Authors, Fadlelmola et  al reported on 
data protection rules and responsible data-sharing prac-
tices, they argue that data should be restricted, outlin-
ing data ownership rights, and examining licensing and 
copyright issues. Reddick et  al advocate for strong data 
protection and confidentiality requirements, including 
material transfer agreements, anonymization mecha-
nisms, and data access agreements. Andreas D. et al high-
lighted the importance of establishing attribute-based 
access control systems and creating clear guidelines for 
securely exchanging sensitive data. In Tavani’s work, 
there is a discussion on robust authorization and authen-
tication systems (AAS) to effectively regulate data access, 
while Edward S. et  al address the challenges and risks 
associated with sharing individual-level genomics data 
and advocate for stringent security measures to protect 
privacy. Ahmed Z. et  al promote transparent practices 
and open discussions with cloud service providers to 
ensure data security and confidentiality in genomic cloud 
computing environments. Joly Y. et al focus on controlled 
access mechanisms to balance open access with pri-
vacy concerns in genomic data sharing initiatives, while 
Rehm et al propose a Tiered access system with privacy 
safeguards for secure and controlled access to sensitive 
genomic data. Goldberg et  al explore advanced crypto-
graphic techniques such as homomorphic cryptography 

Fig. 6  Heatmap of key measures in data management practices for ai-driven genomics and automated microscopy in high-throughput screening 
studies



Page 11 of 20Taddese et al. Human Genomics           (2025) 19:16 	

and secure multi-party computation to protect genomic 
data privacy, and Boonen et  al adaptable data manage-
ment systems and standardized data models in proteom-
ics data sharing initiatives. Lastly, Baker et  al highlight 
stringent security measures to safeguard sensitive 
genomic and proteomic data, emphasizing robust secu-
rity protocols and access controls to mitigate security 
risks and protect sensitive information (See details in 
Table 3).

Data ownership and access control measures
A significant challenge identified in the litera-
ture is achieving a balance between protecting data 

ownership—whether held by individuals, institutions, or 
AI models—and ensuring accessibility for research and 
development. Schatz et  al emphasize the importance 
of role-based access control (RBAC) and data-sharing 
agreements as mechanisms to facilitate controlled access 
while safeguarding the ownership rights of data contribu-
tors. They further highlight the effectiveness of RBAC, 
Access Control Lists (ACLs), and encryption as critical 
tools for managing access control within data governance 
frameworks. Traditional methodologies such as RBAC 
are being supplemented by more innovative approaches, 
including blockchain technology, which offers decentral-
ized and secure mechanisms for data access management. 

Table 3  Data privacy and security measures in AI-based genomics and automated microscopy image analysis for high-throughput 
screening studies

Theme Core concept Authors contribution

Robust data security measures Implementing strong security measures to pro-
tect data integrity and prevent unauthorized 
access

Schatz et al. (2022) emphasize data encryption, 
logging, auditing, intrusion detection, and access 
controls to secure data. Baker et al. (2012) 
also advocate for stringent security measures 
to safeguard sensitive genomic and proteomic 
data

Data protection policies and practices Establishing policies for responsible data sharing, 
ownership, and licensing

Fadlelmola et al. (2021) highlight the importance 
of data protection policies, responsible data shar-
ing, and defining data ownership rights. Ahmed 
Z. et al. (2021) promote transparent practices 
and open discussions with cloud service provid-
ers to ensure data security and confidentiality 
in genomic cloud computing environments

Confidentiality and privacy safeguards Ensuring the privacy and confidentiality of sensi-
tive data, particularly in genomics

Reddick et al. (2022) stress confidentiality 
and advocate for anonymization techniques 
and material transfer agreements. Edward S. et al. 
(2015) address the challenges of sharing individ-
ual-level genomics data, advocating for stringent 
security measures to protect privacy. Rehm et al. 
(2021) propose a tiered access system with privacy 
safeguards for secure access to sensitive genomic 
data. Joly Y. et al. (2019) focus on balancing open 
access with privacy concerns through controlled 
access mechanisms

Advanced cryptographic techniques Utilizing cryptographic methods to enhance 
data security and privacy

Goldberg et al. (2005) explore homomorphic 
cryptography and secure multi-party computation 
to protect genomic data privacy. These advanced 
techniques ensure that data remains secure even 
during processing and analysis

Authorization and access control Regulating who can access data through well-
defined controls

Tavani, 2004, discusses robust authorization 
and authentication systems (AAS), while Andreas 
D. et al. (2014) highlight the implementation 
of attribute-based access control mechanisms. 
These measures help in clearly defining user roles 
and permissions to ensure that only authorized 
personnel can access sensitive data

Adaptable and standardized data management Implementing adaptable data management 
systems and standardized models

Boonen et al. (2019) stress the importance 
of adaptable data management systems 
and standardized data models for effective 
proteomics data sharing. These systems support 
the dynamic needs of research while ensuring 
that data remain consistent and secure
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Shabani explored the potential of blockchain-based plat-
forms to provide a decentralized approach to access 
control, offering a flexible and secure alternative to con-
ventional methods. Similarly, Johnson et al advocate for 
controlled-access models that secure data integrity and 
facilitate its beneficial utilization in research.

Cifello et  al propose a practical framework wherein 
original data submitters retain ownership, while access 
is regulated by the National Institutes of Health (NIH), 
effectively harmonizing ownership with the need for 
accessibility. In addition to this subtle balance, the lit-
erature strongly emphasizes strict adherence to legal and 
ethical standards, given the sensitive nature of genomic 
data. Furthermore, compliance with federal regulations, 
such as the Federal Information Security Management 
Act (FISMA) and the National Institute of Standards and 
Technology (NIST) guidelines is crucial to maintaining 
the integrity and security of data governance frameworks. 
Material transfer agreements (MTAs) play a pivotal 
role in ensuring legal compliance during the transfer of 
genetic samples, thereby safeguarding ownership rights 
and addressing ethical considerations. Tan et al reported 
the advantages of automated permission systems, which 
streamline the access control process and ensure that 
only authorized entities can engage with sensitive data, 
reinforcing the integrity of data governance. Finally, the 
safeguarding of data privacy and security emerges as a 
key concern, particularly in relation to sensitive genomic 
data. Various methods, such as encryption, de-identifi-
cation, and access auditing, are employed to fortify data 
protection, underscoring the paramount importance of 
these measures in contexts like AI-based genomics and 

microscopy image analysis. Schatz et  al emphasized the 
critical role of encryption and data masking techniques 
in securing data at multiple levels, thereby mitigating the 
risks associated with unauthorized access. Connor et  al 
discussed the strategic implementation of de-identifica-
tion measures as a crucial approach to protecting indi-
vidual privacy while enabling the use of data for research 
purposes. Byrd et al further underscored the significance 
of controlled-access repositories in enhancing the secu-
rity of data-sharing practices, ensuring that sensitive data 
remains safeguarded throughout the research continuum 
and that privacy concerns are adequately addressed (See 
Fig. 7).

Data accountability and traceability measures
Current research on data accountability and traceability 
in AI-driven genomics and automated microscopy image 
analysis, particularly within high-throughput screening 
studies, underscores the imperative for robust govern-
ance practices to ensure data integrity, transparency, and 
compliance. Schatz et al propose an inverted data-sharing 
model supported by centralized services to improve data 
ownership and access control, highlighting the necessity 
for a systematic approach to data governance. Fadlel-
mola et  al emphasize the importance of comprehensive 
data protection policies and responsible data-sharing 
practices, particularly in tracking data provenance to 
maintain transparency and accountability throughout 
the data lifecycle. Jensen et al stress the need for rigorous 
accountability and traceability within the Genomic Data 
Commons (GDC) framework, focusing on controlling 

Fig. 7  Bipartite network graph of data ownership and access control measures in ai-based genomics and automated microscopy 
for high-throughput screening studies
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access to raw patient sequence data and utilizing the NIH 
eRA Commons system to enhance traceability.

This perspective aligns with the findings of Jeffrey C. 
et  al, who advocate for meticulous documentation of 
data management processes, standardized formats, and 
organized file hierarchies to clarify access control and 
data ownership. Similarly, Edward S. et  al highlight the 
necessity of transparent practices and thorough docu-
mentation to ensure accountability in data ownership 
and access control mechanisms. Alvarellos M. et  al fur-
ther argue for the establishment of governance bodies to 
monitor data provenance and lineage, thereby enhanc-
ing auditability and ensuring compliance with regula-
tory standards. Baker et  al support this by emphasizing 
adherence to standards documentation and version con-
trol as critical components of data oversight. The com-
plexities surrounding informed consent in data sharing 
and research collaboration, as discussed by Kaye J. et al, 
further illustrate the challenges of ensuring data account-
ability and traceability in research contexts. As a poten-
tial solution, Shabani M investigates the application of 
blockchain technology to enhance transparency and effi-
ciency in data accountability, including the use of smart 
contracts for compliance and auditability. Jin et al expand 
on this by highlighting blockchain’s role in improving 
data ownership and access control through immutable 
tracking of data transactions. Baxter et al underscore the 
significance of capturing metadata to trace data lineage 
and provenance, supported by standardized nomencla-
ture and rigorous quality control measures. Johnson et al 
advocate for data protection policies and controlled-
access models, reinforced by clear terms of agreement 
to ensure authorized access. Finally, Huttenhower et  al 
conclude by emphasizing the necessity for clear and 

transparent rules governing accountability and traceabil-
ity, particularly in tracking data provenance and manag-
ing versioning to strengthen data governance frameworks 
(See details in Table 4).

Data curation frameworks and models
Several authors have explored different data curation 
frameworks that can be used to manage, analyze, and 
curate genomic and biological data. These frameworks 
provide researchers with tools for data storage, sharing, 
and analysis in various research contexts. In a study by 
Schatz et al the Gen3 AnVIL framework was highlighted 
as it offers comprehensive data management solutions 
for genomics research. Fadlelmola et  al emphasized the 
importance of Data Management Plans (DMPs) and 
related tools in ensuring effective data curation prac-
tices. Another study by Thorvaldsdóttir, H., et al focused 
on the Goby and Integrative Genomics Viewer (IGV) 
frameworks, which provide functionalities for inter-
active graphing and data visualization in genomics. 
Additionally, Stocker, Fischer et  al introduced the iLAP 
framework, specifically designed for laboratory data 
management, analysis, and protocol development to cater 
to the unique requirements of experimental settings. 
Reddick et  al proposed an attribute-based access con-
trol framework tailored for managing access to genomics 
data, ensuring data security and privacy. Andreas D. et al 
discussed SeqBench integrated with an Authorization 
and Authentication System (AAS) for streamlined data 
management and access control in sequencing experi-
ments. Tan et al introduced the biology-Related Informa-
tion Storage Kit (BRISK) framework, focusing on efficient 
data storage and retrieval in biological research. Jensen 
et  al highlighted the Genomic Data Commons (GDC) 

Table 4  Data accountability and traceability measures in AI-based genomics and automated microscopy image analysis for high-
throughput screening studies

Theme Core concept Authors contribution

Governance models Strategies and structures for overseeing data sharing 
and management

Schatz et al. (2022): Inverted data-sharing models, 
Centralized services. Alvarellos M. et al. (2023): Govern-
ance bodies. Jeffrey C. et al. (2023): Documenting data 
management processes

Technological solutions Tools and technologies used to enhance data account-
ability

Shabani M. (2019): Blockchain technology, Smart con-
tracts. Jin et al. (2019): Blockchain. Baxter et al. (2007): 
Metadata capture

Data provenance and traceability Methods for documenting and tracking the history 
of data

Fadlelmola et al. (2021): Tracking data provenance. Cifello 
et al. (2023): NIH eRA Commons system. Huttenhower 
et al. (2023): Version control

Compliance and standards Policies and procedures for adhering to regulatory 
and quality standards

Edward S. et al. (2015): Transparent practices, documenta-
tion. Johnson et al. (2020): Data protection policies. Baker 
et al. (2012): Standards documentation

Challenges and innovations Current issues and new approaches in the field Kaye J. et al. (2009): Informed consent challenges. Dahl-
quist et al. (2023): Auditing and monitoring
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framework, emphasizing centralized data management 
and controlled access to genomic data resources. Jeffrey 
C. et  al discussed the Harmonization and Integration 
Pipeline for Functional Genomics (hipFG), offering solu-
tions for harmonizing heterogeneous genomic datasets 
for integrative analysis. Ahmed Z. et  al introduced the 
Java-based Whole Genome/Exome Sequence Data Pro-
cessing Pipeline (JWES), offering efficient processing and 
analysis of high-throughput sequencing data. Alvarellos 
M. et  al emphasized federated data platforms and gov-
ernance mechanisms for collaborative genomics research 
initiatives. Schatz et  al advocate for the adoption of the 
GA4GH DRS standard and cloud-agnostic access to facil-
itate seamless data exchange. Fadlelmola et al emphasize 
the establishment of formalized genomic data archives 
and responsible sharing practices within consortia like 
the H3Africa consortium. Stocker, Fischer et al focus on 
the development of the iLAP system for lab data manage-
ment and its integration with repositories and LIMS for 
enhanced interoperability. Other authors, such as Wright 
et  al, underscore the importance of clear data sharing 
policies and the establishment of data access commit-
tees to ensure responsible data sharing practices. Reddick 
et al propose an Attribute-Based Access Control (ABAC) 
model to address challenges in sharing large datasets 
while maintaining security. Tan et al highlights the devel-
opment of the BRISK framework for data integration and 
collaboration in genetics research, including the imple-
mentation of automated permissions systems (See Fig. 8).

Interoperability and data sharing practice
Research findings highlight a diverse array of frameworks 
and initiatives aimed at improving interoperability and 
data sharing in genomics and biological research. Key 
strategies include adopting standards such as the GA4GH 
Data Repository Service (DRS), developing secure access 
control models like Attribute-Based Access Control 
(ABAC), and implementing federated data platforms that 
foster collaborative research.

For instance, Schatz et  al describe the Gen3 AnVIL 
framework, a robust data management platform tai-
lored to genomics. Its integration with the GA4GH DRS 
standard, support for Dockstore, and cloud-agnostic 
access significantly enhance interoperability across vari-
ous cloud platforms, facilitating seamless data sharing 
and integration. Similarly, Stocker, Fischer et  al present 
the iLAP system, a laboratory information management 
system (LIMS) designed to streamline data management, 
analysis, and protocol development. By integrating with 
various repositories and other LIMS, iLAP boosts inter-
operability and ensures efficient management and shar-
ing of experimental data. Alvarellos M. et  al emphasize 
the critical role of federated data platforms that align 

with initiatives like GA4GH and GO FAIR, advocating 
for the adoption of FAIR (Findable, Accessible, Interop-
erable, Reusable) principles. These standards enhance 
secure collaboration among researchers from different 
institutions.

Furthermore, Reddick et al propose an Attribute-Based 
Access Control (ABAC) model to manage access to 
large genomic datasets. This model addresses data secu-
rity challenges by customizing access controls based on 
user attributes, ensuring that only authorized individu-
als can access sensitive genomic information. In addition, 
Andreas D. et  al discuss SeqBench, which integrates an 
Authorization and Authentication System (AAS) to bol-
ster data management and access control in sequenc-
ing experiments. Tan et al introduce the biology-related 
Information Storage Kit (BRISK) framework, which pri-
oritizes efficient data storage and retrieval in biological 
research. Its automated permissions systems streamline 
access control, ensuring that only authorized entities can 
access sensitive information, a vital aspect in collabora-
tive research environments. In a similar vein, Rehm et al 
advocate for the adoption of GA4GH standards and 
cloud-based workflows to enhance data sharing and anal-
ysis in genomics research. While cloud solutions improve 
scalability and accessibility. Lastly, Wright, Koornhof, 
et  al underscore the necessity for clear data-sharing 
policies and oversight committees to ensure responsible 
and ethical data sharing, particularly concerning sen-
sitive genomic information. By implementing formal-
ized policies and oversight mechanisms, researchers can 
ensure that data sharing practices align with legal and 
ethical standards, while also promoting transparency and 
accountability (See details in Table 5).

Databases, storage systems, and visualization tools
The research findings indicate that a variety of databases 
and storage systems are utilized for the management, 
storage, and dissemination of genomic and biological 
data. Notably, repositories such as the NCBI Sequence 
Read Archive (SRA), the EMBL-EBI European Nucleo-
tide Archive, and the DNA Data Bank of Japan (DDBJ) 
play essential roles in the preservation of raw sequenc-
ing data. Concurrently, databases like the NCBI Data-
base of Genotypes and Phenotypes (dbGaP) facilitate 
the integration and sharing of genomic and phenotypic 
information. Additionally, systems such as the Integrated 
Rule-Oriented Data System (iRODS) and the Automated 
Attribute-Based Access Control (AABAC) model tackle 
the complexities associated with large-scale data man-
agement and access control, thereby ensuring secure and 
responsible data sharing practices.

In conjunction with these data management systems, 
visualization tools, including the Integrative Genomics 
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Viewer (IGV) and laboratory data management systems 
like the iLAP system significantly enhance the ability of 
researchers to analyze and manage data effectively. Spe-
cifically, IGV is extensively employed for visualizing 
and analyzing various genomic data types, integrating 
metadata with genomic information to support compre-
hensive data interpretation and exploration. As a result, 
IGV enhances research insights and supports the dis-
covery of novel genetic relationships. Similarly, the iLAP 

system, as described by Stocker, Fischer et al, is designed 
for laboratory data management, analysis, and proto-
col development. This system seamlessly integrates with 
repositories and Laboratory Information Management 
Systems (LIMS), effectively bridging the gap between 
experimental data generation and storage.

Moreover, specialized platforms such as SeqBench 
and the Genomic Data Commons (GDC) offer custom-
ized solutions for sequencing data management and 

Fig. 8  Sunburst plot of data curation frameworks reported in ai-based genomics and automated microscopy for high-throughput screening 
studies
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controlled data access. For instance, SeqBench, intro-
duced by Dander et al and David W. et al, provides tools 
for processing and analyzing high-throughput sequenc-
ing data, which is vital for advancing research in genom-
ics and personalized medicine. In parallel, Cifello et  al 
highlight the GDC’s role as a centralized platform for 
genomic data management, supporting controlled access 
to genomic data resources (See Fig. 9).

Discussion
The review consolidated findings related to data steward-
ship and curation within the context of AI-driven tech-
nology and research, targeting researchers, policymakers, 
and relevant stakeholders. Its objective was to elucidate 
the theoretical foundations, practical implications, and 
obstacles associated with data management in the fields 
of genomics, proteomics, microbiome research, and AI 

technologies. Among the principal elements highlighted 
were data governance, quality assurance, privacy and 
security protocols, ownership rights, access manage-
ment, accountability, traceability, curation methodolo-
gies, and database/storage infrastructures.

The results of this review highlight the diverse array of 
data types essential for AI-driven genomics and micros-
copy image analysis in high-throughput screening 
research. These data types, which encompass sequenc-
ing data, high-content screening, and image data, are 
foundational to advancements in the field. For instance, 
genomic data, such as single-cell sequencing data, pro-
vides insights into cellular complexity and heterogene-
ity, facilitating precise mapping of cell types and states 
[10]. Similarly, proteomic data derived from deep visual 
proteomics techniques allows for an unbiased charac-
terization of cellular functions and the identification 

Table 5  Interoperability and data sharing measures in AI-based genomics and automated microscopy image analysis for high-
throughput screening studies

Themes Core concepts Authors

Data management frameworks Adoption of GA4GH DRS standard, Dockstore support, and cloud-agnostic access Schatz et al., 2022

Data archives and sharing Establishment of formalized genomic data archives, and responsible sharing practices 
within consortia like the H3Africa consortium

Fadlelmola et al., 2021

Laboratory data management Development of the iLAP system for lab data management, integration with reposito-
ries, and LIMS for enhanced interoperability

Stocker, Fischer et al., 2009

Data sharing policies Emphasis on clear data sharing policies and establishment of data access committees Wright, Koornhof et al., 2013

Access control models Proposal of Attribute-Based Access Control (ABAC) model for secure large dataset shar-
ing

Reddick et al., 2022

Data integration frameworks Development of the BRISK framework for data integration and collaboration in genetics 
research, including automated permissions systems

Tan et al., 2011

Federated data platforms Promotion of federated data platform interoperability, and support for GA4GH and GO 
FAIR initiatives

Alvarellos M. et al., 2023

Standards adoption Advocacy for GA4GH standards adoption and cloud-based workflows for data sharing 
and analysis

Rehm et al., 2021

Standardized data outputs Utilization of platforms like GeneWeaver and Ontological Discovery Environment 
to ensure standardized data outputs and promote interoperability

Baker et al., 2012

Fig. 9  overview of databases, storage systems, and visualization tools in ai-based genomics and automated microscopy for high-throughput 
screening studies
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of disease-associated protein markers [11]. Similarly, 
proteomic data derived from deep visual proteomics 
techniques allows for an unbiased characterization of 
cellular functions and the identification of disease-
associated protein markers [12]. Furthermore, micro-
biome data, which includes profiles associated with 
systemic and tumor microenvironments, plays a signifi-
cant role in influencing cancer development and treat-
ment responses, with AI-driven computational pathology 
systems offering valuable insights for clinical decision-
making [21]. The integration of these varied data types 
enhances our understanding of cellular functions, dis-
ease mechanisms, and treatment strategies, underscoring 
the critical role of data-driven methodologies in high-
throughput screening research.

The challenges identified in this review closely align 
with those noted in existing literature within the field [38, 
39]. Various authors have pointed out common obstacles 
in data stewardship, such as effective data management, 
ensuring data quality, addressing privacy and security 
concerns, and tackling issues of bias and fairness. Addi-
tionally, challenges related to the interpretability and 
explainability of AI systems, as well as the acquisition of 
technical expertise, have emerged as recurring themes. 
The necessity of integrating, comparing, and visualizing 
large, multi-dimensional datasets from diverse sources 
has been emphasized as vital for unlocking the poten-
tial of AI across various research domains [40]. Recom-
mendations for addressing these challenges include 
strategies focused on data quality, volume, privacy, secu-
rity, bias, interpretability, explainability, and technical 
expertise [41]. Moreover, EU researchers face specific 
challenges in reconciling data protection requirements 
and AI research, particularly concerning the process-
ing of large-scale databases containing personal data. 
Responsible data integration in machine learning pipe-
lines necessitates concerted efforts to address concerns 
about data quality and bias, leading to the development 
of techniques and methods that optimize the principles 
of responsible data science in data integration tasks. 
Overall, the convergence of findings from this review and 
existing literature emphasizes the multifaceted nature of 
challenges in data stewardship within AI-driven research 
contexts, highlighting the need for comprehensive and 
nuanced approaches to address these complexities.

The review identified a comprehensive set of data 
privacy and security measures employed in AI-driven 
genomics and microscopy image analysis, which align 
with strategies proposed in the literature. These meas-
ures include data encryption, responsible data sharing 
practices, and authentication systems with defined user 
roles were commonly observed. Authors also emphasized 
the importance of open discussions with cloud service 

providers and compliance with industry-recognized data 
protection frameworks to ensure data security and confi-
dentiality, particularly in genomic cloud computing.

Furthermore, the review highlighted the significance of 
federated learning strategies and adherence to data gov-
ernance principles as essential for balancing open access 
with privacy concerns. Advanced cryptographic tech-
niques, such as homomorphic cryptography and secure 
multi-party computation, were proposed as innovative 
solutions to safeguard sensitive genomic data. In the field 
of genomics, mechanisms like differential privacy were 
suggested as a means to share aggregated statistical infor-
mation while preserving privacy, thereby addressing vul-
nerabilities to inference attacks [42, 43]. Similarly, in the 
domain of microscopy image analysis, federated learn-
ing algorithms, such as FedTransfer, were introduced to 
enhance model generalization while ensuring privacy and 
security [44]. Additionally, data sharing strategies based 
on style transfer were proposed to mitigate performance 
penalties caused by data distribution differences among 
users [45, 46]. These approaches collectively aim to pro-
vide privacy guarantees, protect individual participants, 
and facilitate collaborative research in a distributed and 
secure manner.

The review findings regarding data ownership and 
access control measures resonate with existing litera-
ture, highlighting the importance of robust frameworks 
for safeguarding sensitive genomic data. Commonly 
reported measures, such as user authentication, role-
based access control (RBAC), and encryption, are con-
sistent with strategies discussed in prior studies. For 
instance, Reddick et  al [35] emphasized the significance 
of RBAC in controlling access to genomic data, par-
ticularly in research settings where multiple users may 
require varying levels of access.

Similarly, the use of data sharing agreements, access 
control lists (ACLs), and data access auditing reflects a 
collective emphasis on regulating data access and ensur-
ing compliance with federal regulations. Rosa et  al [47] 
explored the role of data sharing agreements in delineat-
ing responsibilities and permissions among collaborators, 
ensuring transparent data sharing practices. Meanwhile, 
Dyke [48] highlighted the importance of comprehensive 
data access auditing mechanisms to monitor and track 
data access activities, enabling accountability and com-
pliance with regulatory requirements. However, while 
our review focuses on automated attribute-based access 
control (AABAC) models and extensions of the XACML 
framework, other studies may have explored alternative 
approaches or emphasized different aspects of access 
control. Federated data platforms and blockchain tech-
nology have been explored to enhance data security and 
traceability in genomic research settings. Federated data 
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platforms, such as those discussed by Alvarellos et  al. 
[49] and Dervishi et  al. [50] enable secure data sharing 
without physically moving the data, allowing for global 
collaboration and representation of diverse populations. 
On the other hand, blockchain-based frameworks like 
PGxChain, proposed by Albalwy et al. utilize smart con-
tracts to ensure secure and equitable access to genomic 
data, addressing privacy concerns and enabling inter-
operability between multiple healthcare providers [51]. 
Additionally, Visscher et al. [52] and Manzoor et al. [53] 
propose decentralized and privacy-preserving systems 
that combine homomorphic encryption, zero-knowledge 
proofs, and blockchain to protect sensitive genetic data 
and enable verifiability. These approaches offer potential 
solutions to the challenges of data security and privacy in 
genomic research, facilitating data sharing and analysis 
while maintaining confidentiality and trust. Furthermore, 
variations may arise in the implementation of data access 
policy models, such as open access, controlled access, 
and registered access, depending on institutional require-
ments and regulatory frameworks.

Conclusions
This study highlights the progress and ongoing challenges 
in data stewardship within AI-driven genomics and auto-
mated microscopy image analysis. Key advancements 
include the adoption of standards like GA4GH DUO and 
effective versioning practices, which have improved data 
integrity and lineage tracking. Ethical data-sharing prac-
tices—focused on addressing bias, fairness, and privacy—
are supported by technologies such as role-based access 
control (RBAC) and blockchain. However, challenges 
persist, particularly in integrating diverse data sources, 
ensuring interoperability across platforms, and main-
taining high data quality. Balancing data ownership with 
the need for accessible research, especially in genomics, 
remains a significant issue, further complicated by com-
plex legal and ethical considerations.

Data curation frameworks like Gen3 AnVIL, iLAP, and 
advanced metadata techniques are essential for managing 
genomic data, but interoperability and data quality issues 
still pose hurdles. In terms of security, cryptographic 
methods like homomorphic encryption and federated 
learning protect privacy in collaborative research, though 
concerns over unauthorized access and data breaches 
persist. The use of attribute-based access control (ABAC) 
and automated permission systems streamlines collabo-
ration, yet complexities in data-sharing agreements and 
material transfer agreements (MTAs) remain challenging. 
Adherence to regulations like HIPAA is crucial for main-
taining both data accessibility and privacy. Blockchain 
enhances data accountability and traceability, but ensur-
ing transparency and ethical compliance, particularly in 

areas like informed consent and data provenance, contin-
ues to require careful management.

Limitations and implications of the study
Although this review offers important insights into data 
stewardship and curation practices in AI-driven genom-
ics and microscopy, there are several limitations. The 
search was limited to articles published up to January 
2024, potentially missing the latest developments. Addi-
tionally, the focus on English-language studies and the 
exclusion of grey literature may introduce biases. The 
reliance on database searches may also have overlooked 
relevant research from other sources. Finally, despite 
efforts to ensure rigor, the subjective nature of data 
extraction and synthesis may introduce some bias into 
the findings.

Despite these limitations, the findings of this study 
have important implications for both researchers and 
policymakers. First, it underlines the need for continu-
ous innovation in data stewardship, particularly in devel-
oping more advanced curation tools and access control 
mechanisms to manage the huge nature of data. Second, 
the study points out that while existing legal and ethi-
cal frameworks provide a foundation for data govern-
ance, these frameworks must evolve to address new 
challenges introduced by AI technologies. Policymakers 
and researchers must collaborate to create governance 
models that are both effective and adaptable to the rap-
idly changing landscape of AI-driven research. Lastly, the 
study underscores the importance of fostering transpar-
ency, accountability, and ethical responsibility in research 
practices to build trust in AI applications. This will be 
critical for advancing ethically sound and scientifically 
robust innovations in genomics and microscopy.
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